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Abstract
Machine learning inference platforms continue to face high
request rates and strict latency constraints. Existing solutions
largely focus on compressing models to substantially lower
compute costs (and time) with mild accuracy degradations.
This paper explores an alternate (but complementary) tech-
nique that trades off accuracy and resource costs on a per-
input granularity: early exit models, which selectively allow
certain inputs to exit a model from an intermediate layer.
Though intuitive, early exits face fundamental deployment
challenges, largely owing to the effects that exiting inputs
have on batch size (and resource utilization) throughout model
execution. We present 𝐸3, the first system that makes early
exit models practical for realistic inference deployments. Our
key insight is to split and replicate blocks of layers in models
in a manner that maintains a constant batch size throughout
execution, all the while accounting for resource requirements
and communication overheads. Evaluations with NLP and
vision models show that 𝐸3 can deliver up to 1.74× improve-
ment in goodput (for a fixed cost) or 1.78× reduction in cost
(for a fixed goodput). Additionally, 𝐸3’s goodput wins gen-
eralize to autoregressive LLMs (2.8-3.8×) and compressed
models (1.67×).

1 Introduction
Machine Learning (ML) inference, or the process of deploy-
ing trained models to serve queries, has become a dominant
and critical workload that underlies many real-world appli-
cations [34, 54]. Indeed, industry-scale inference systems
are already presented with trillions of queries per day (i.e.,
1000s per second) [6]), with the numbers continuing to rise
as ML-powered services grow in number and popularity. Cou-
pled with the steadily increasing sizes of deep neural net-
works [12, 41, 42, 65, 72], compute overheads and limitations
are a paramount concern for inference systems today.

Given the practical importance of inference workloads, nu-
merous techniques have been developed to lower compute
overheads for serving by compressing models (§2), e.g., dis-
tillation [36, 43], pruning [24, 27], and quantization [62]. For
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instance, DistilBERT [57], a distilled version of the popular
language model BERT [23], is ≈40% smaller and 60% faster.
Yet, compression alone is not enough. New paradigms such as
auto-regressive generative models inflate compute by mandat-
ing multiple passes through a model per input. Moreover, as
model sizes grow, so too do their compressed variants when
needing to maintain acceptable accuracies [46].

This paper studies complementary pathways to further
tame compute overheads in large-scale ML serving via finer-
grained compression. More specifically, an approach that has
recently garnered attention in the ML community is early-
exit networks [32, 49, 50, 59, 68–70, 73] (EE-DNNs), which
propose the idea that inputs to a DNN can exit at intermedi-
ate model layers, rather than having to strictly traverse the
full model. Easy inputs can safely (accuracy-wise) exit early,
while hard inputs can continue through to the end to leverage
the full expressiveness of the original model. In contrast to
the above techniques, EE-DNNs adapt computation on a per
input basis, rather than only compressing models for all in-
puts. Put differently, EE-DNNs can reduce computation in
a model (including compressed ones) to the lowest amount
necessary to accurately respond to each input; coarser, model-
level compression alone often performs more compute than
necessary for many inputs (§2).

Despite their intuitive benefits, several key drawbacks (§2.3)
have precluded the widespread deployment of EE-DNNs, in-
cluding in our own large-scale production service where EEs
afforded acceptable accuracy drops where compression could
not (§2.4). First and foremost, EE-DNNs are fundamentally
at odds with input batching – the predominant technique used
to boost resource utilization and throughput for ML work-
loads [20, 29, 44, 61]. The issue is that the very technique
that enables EE-DNNs to deliver throughput benefits – i.e.,
allowing inputs to exit at intermediate model layers – results
in shrunken batches for later model layers (and thus, resource
underutilization). Our results highlight how this inefficiency
can lead to EE-DNNs degrading performance; it is for this
reason that state-of-the-art early-exit systems disable the use
of batching altogether, a non-starter for real-world deploy-
ment [49, 59, 68–70, 73]. Second, the exits that EE-DNNs
add to the original models can impose non-negligible com-
pute overheads, especially as model complexity grows and
for inputs that must traverse most of the model.

We present 𝐸3,1 a system that makes EE-DNNs practi-
cal, and leverages them to enable high-throughput and cost-
effective inference across diverse deployment settings. The
key idea behind 𝐸3 is simple: maintain a constant batch size
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throughout the execution of an EE-DNN. At a high level, 𝐸3

accomplishes this by first identifying “splits” (i.e., contigu-
ous blocks of layers) in EE-DNNs that are expected to yield
constant batch size outputs, and then replicating certain splits
so as to keep the overall batch size constant throughout the
model. Yet, realizing this simple idea in realistic scenarios
involves several challenges, which 𝐸3 tackles using two key
components.

First, to handle the variability in workloads that alter the
usage and utility of each exit in an EE-DNN over time, 𝐸3 pro-
poses an online batch profiling estimation technique (§3.1).
𝐸3’s profiler is based on ARIMA [37] and characterizes how
batch size shrinks as model execution progresses. This in-
formation guides 𝐸3’s splitting strategy, and also presents
opportunities to deactivate unnecessary exits to keep com-
pute overheads low. Importantly, although 𝐸3’s batch profiles
closely match reality for our workloads, it only uses them as
a guide and does not rely on perfect predictions (§5).

Second, based on the observation that realistic deployments
contain multiple GPUs, 𝐸3 incorporates an inter-layer model
parallel scheduler that judiciously runs splits in a parallel
fashion to best utilize the available resources. While model
parallelism is typically reserved only for large models that
fail to fit in a single GPU, 𝐸3 uniquely shows how this para-
digm can help address the EE-DNN batching challenge. The
idea is that multiple GPUs grant 𝐸3 additional flexibility for
running splits (e.g., sequential vs. parallel), and wins from
careful exiting can often outweigh (and alleviate) cross-GPU
communication overheads.(§3.2.1)

Along these lines, 𝐸3 formulates its model parallel sched-
uler as a Dynamic Programming (DP)-based optimization
that takes as input a set of compute/network resources, an
EE-DNN, and the output of 𝐸3’s batch profiler. 𝐸3’s scheduler
then considers the resource needs, run time, and communica-
tion overheads imposed by each potential split to determine
the optimal set of splits to use and the batch size for each
that maximizes goodput subject to SLO constraints (§3.2).
𝐸3 further reduces communication overheads by leveraging
pipelining to overlap computation and communication across
batches. Moreover, we highlight that the running of splits with
different batch sizes presents new opportunities to favorably
leverage heterogeneous hardware. We show how 𝐸3’s gen-
eral DP formulation can be naturally extended to maximize
throughput and cost reductions in such settings.

We implemented 𝐸3 in PyTorch [8] (§4), and evaluated it
across a variety of recent language and vision EE-DNNs and
stock models, multiple workloads, and clusters with up to
46 GPUs. Across these scenarios, 𝐸3 achieves up to 1.74×
higher goodput for the same compute cost, or reduces the
compute cost by up to 1.78× for a fixed goodput, all relative
to state-of-the-art EE-DNNs. Importantly, 𝐸3’s goodput wins
generalize to autoregressive LLMs (2.8-3.8×) and compressed
models (1.67×). Lastly, our results show how 𝐸3 empowers
early exits to deliver on their potential benefits, enabling

EE-DNNs to deliver 32-58% higher throughputs than their
corresponding non-EE models. Crucially, despite their ramp
overheads, EE-DNNs with 𝐸3 yield comparable tail latencies,
with substantial latency improvements at all other quartiles
(§5).

2 Background
We start with a background on model compression techniques.
We then describe the value that early exits bring to both
uncompressed and compressed models, and the challenges
(based on our production experience) associated with making
EE-DNNs practical.

2.1 Model Compression Approaches

In striving for improved inference accuracy, ML models
have steadily increased in complexity, with recent model ver-
sions incorporating more layers and parameters. For instance,
BERT-LARGE has 340 million parameters, while GPT-2 and
GPT-3 have 1.5 and 175 billion [17]. Unfortunately, even with
the best accelerators, complex models are often incapable of
satisfying the strict SLOs and high request rates seen in prac-
tice for user-facing applications [72]. Model compression has
sought to resolve this problem by proposing techniques to
replace the original, complex model with a simpler one with-
out a significant reduction in accuracy. The insight behind
compression is that only a fraction of the original model’s
predictive power is required for many inference tasks.

The most common compression techniques include prun-
ing, quantization, and distillation [18, 27, 36, 62]; we discuss
other optimizations in §6. Pruning is based on the notion that
models are often over-parameterized. Hence, though com-
putationally expensive [24, 27], identifying and removing
the unnecessary parameters can result in a smaller model.
In contrast, quantization reduces model size by employing
lower-precision arithmetic; manipulating weights in this man-
ner reduces the amount of storage necessary to house them.
For instance, replacing 32-bit weights with a binarization
process [62] can reduce model size by 32×.

Knowledge distillation [36, 43] has emerged as a popular
compression technique in which a smaller model is trained
using knowledge distilled from the original model. Here, the
smaller model, referred to as the student model is trained
to mimic the larger model, referred to as the teacher model,
using the output of the teacher. At a high level, the student
model learns the function the teacher has learned from its
training, aided by the teacher. Several methods of distillation
have been proposed, including collaborative learning and
assistant models, each with its own pros and cons [28, 52].

Despite their promising benefits, all of these compression
techniques leave compute reduction opportunities on the table
by operating at a model level. Specifically, they fail to cap-
italize on unique opportunities that individual inputs bring,
and instead apply compression to the full model in a way that
caters to all inputs.
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Figure 1. Early-exit DNNs allow inputs to exit after intermediate
layers, thus reducing computation.
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Figure 2. Early exits bring large compute (and latency) savings
with only mild accuracy losses, including when running atop
distilled models. All results use batch size 1, and latency results
are normalized to those of vanilla BERT. Each bar shows the
average with error bars spanning a standard deviation across
five runs.

2.2 Early-Exit Networks

Early-exit networks (fig. 1) present a path-way for finer-
grained compression, whereby computation overheads and
accuracy are traded off using per-input decisions. More specif-
ically, early-exit networks (EE-DNNs) are rooted in the idea
that different inputs utilize the predictive power of a model to
different degrees. The hardness of inputs in a workload varies,
and EE-DNNs enable compute overheads to vary accordingly
without substantial accuracy loss; hard inputs can use the
original model’s full predictive power (traversing all of its
layers), while easy inputs may use only some layers before
exiting with a prediction result. Importantly, since compute
overheads are directly proportional to the number of layers ex-
ecuted in a model, exiting earlier translates to lower resource
costs, higher throughput, and faster results.

An ideal early-exit network would, in theory, incur the
optimal amount of computation for any given input. However,
in practice, a decision to exit early has to be made at each
exit point (often referred to as a ramp). ML researchers have
proposed many forms of EE-DNNs [32, 49, 50, 59, 64, 68–
70, 73] with various exiting techniques. The simplest ramp is
an entropy computation that provides the confidence of the
prediction at that point. More complex architectures include
counter-based mechanisms, which count the confidence of the
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Figure 3. Samples in a batch exit DeeBERT [69] early as they
pass through its ramps, which causes severe resource underuti-
lization.

last 𝑘 layers before deciding to exit, and neural network-based
ramps which take as input the output from earlier layers.

To better understand the compute savings and accuracy
implications of early exits, we performed experiments using
four variants of the popular BERT NLP model [23]: BERT,
BERT-EE (a version of BERT that incorporates early ex-
its [69]), DistilBERT (a distilled version of BERT [57]), and
DistilBERT-EE (a version of DistilBERT that incorporates
early exits). Unlike the other three variants, an off-the-shelf
version of DistilBERT-EE has yet to be proposed. Thus, we
developed it in house, using the same methodology that was
employed to develop BERT-EE from BERT in [69], i.e., after
each encoder block, adding an exit ramp with a bertpooler,
a dropout layer, and a fully connected layer. Our evaluation
considered two commonly used language datasets, SST-2 and
QNLI [2]. Results (fig. 2) point to the following takeaways:
• Early exits + Stock models: adding exits to BERT resulted

in average compute and latency savings of 42.7%, with
minimal (1.7%) impact on accuracy, across the datasets.

• Early exits + Distillation: early exit benefits persist when
applied to compressed models, highlighting the comple-
mentary nature of these optimization techniques. More
specifically, DistilBERT-EE incurs 10.5% lower compute
and latency values relative to DistilBERT, with almost iden-
tical accuracy (within 0.14%).

2.3 Challenge: Batching in EE-DNNs

Despite the near-ideal characteristics for inference that EE-
DNNs intuitively offer, practical usage for EE-DNNs have
been limited in practice.

A fundamental requirement for achieving optimal through-
put in ML training and inference is the ability to batch inputs.
Batching enables accelerators like GPUs to utilize all of their
constituent cores and maximize the parallelism they offer.
Unfortunately, EE-DNNs are fundamentally at odds with
batching. Paradoxically, inputs exiting a model early (i.e., at
intermediate layers) to yield compute reductions also results
in shrunken batch sizes for the rest of the model’s inference.
This, in turn, fails to saturate accelerators and leads to poor
resource utilization. Figure 3 illustrates this behavior: roughly
half of the samples exit halfway through the model (by ramp
6), which cuts GPU utilization by more than 25% for the



remainder of the model execution. In summary, there exists a
fundamental tension between compute savings and resource
utilization with EE-DNNs.

One workaround to this natural tension is to make all in-
puts in the whole batch exit at ramps, which maintains high
resource utilization and eliminates the overhead associated
with reforming a batch after certain samples exit. However, as
the batch size increases, the probability of all of the samples
in the batch exiting at the same ramp decreases exponen-
tially, limiting the feasibility of this approach. As a result,
existing early-exit networks have restricted the use of batch-
ing [39, 49, 59, 68–70, 73], negating their benefits.

2.4 Real World Importance

Here, we describe our experience in using EEs in a large-scale
production service. Although, we are unable to list in-depth
operational details due to their business critical nature of the
service, our aim is to highlight the practical utility of EEs in
real industrial settings and materialize the challenges above
as the primary impediments to such deployments.

The infrastructure runs some of the world’s largest enter-
prise inference workloads. Of several services it supports, one
particular service has been under active development to lower
the computation requirements since the projected costs were
prohibitive in nature. Concretely, the service performs docu-
ment classification and ranking to several underlying tasks,
and started with a derivative of the 12-layer BERT-BASE
model. The service handles many billion requests per day
and the projections indicate exponential increase, drawing
a team-wide focus on imposing a compute cost budget per
input without sacrificing SLO constraints.

While the 12-layer version delivered the best accuracy,
the cost per input was prohibitive, with projections of multi-
million $ overheads atop the budget. Following this, the team
resorted to off-the-shelf compression techniques, specifically
a combination of knowledge distillation and pruning, that
generated 6- and 3-layer variants of the model. The 6-layer
version met accuracy targets, but still considerably exceeded
the per-input compute cost. In contrast, the 3-layer version
met that compute cost, but brought ≈4% accuracy loss.

The service then turned to EEs on the 12-layer version
which not only satisfied the per-input compute cost (subject
to the SLO), but also delivered accuracies that closely mir-
rored (within 1%) the original 12-layer model. Unfortunately,
the lack of batching in EEs (§2.3) proved to be the show-
stopper, especially for a service that needs to serve many
billion requests. An alternate solution aimed at developing
custom hardware to support EE via a streaming mechanism
was attempted but quickly abandoned due to prohibitive costs.
As a result, the service compromised and resorted to the 3-
layer version with accuracy loss.

Based on our experience, we posit that if the batching and
thus the resource utilization problem were solved, there exist
many practical use cases that would greatly benefit from EEs
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Figure 4. 𝐸3 architecture. Arrows indicate data flow.

at large scale (including our own) – enabling such practical
use of EEs is the core focus of this paper. While the bulk of
our evaluation is on real-world motivated usecases that mimic
our production scenario by using the 12-layer BERT language
model, we also show that the techniques we present extend to
autoregressive LLMs in §5.1.3.

3 𝐸3 Design
𝐸3 (fig. 4) seeks to mitigate the limitations of early-exit net-
works and utilize them to provide efficient inference. The
key idea 𝐸3 uses to achieve its goal is to maintain a constant
batch size during the execution of the early-exit network. To
do so, it splits a DNN model into parts, places each part on
different GPUs, and then executes them in a pipelined fashion.
Hence, 𝐸3 needs to determine the optimal number of splits,
and the optimal number of GPUs to run the splits on. For
the former, 𝐸3 utilizes an online profile estimation technique
that is computationally light, and for the latter, it proposes
a dynamic programming-based optimization coupled with a
heterogeneity-aware model-parallel scheduler. We describe
each component in detail.

Importantly, 𝐸3 does not assume any knowledge or make
any assumptions about the inner-workings of the early-exit
mechanism or the model; instead, it generalizes to any EE-
DNN. The only requirement for 𝐸3 is that it is able to query
the batch size at every exit ramp (for profiling). We show in
§3.4 that additionally granting 𝐸3 the freedom to disable an
exit ramp (e.g., by using a model-provided API) can result
in additional performance benefits. However, this is not a
requirement.

3.1 Online Batch Profile Estimation

𝐸3 makes the determination of the optimal number of splits
for an EE-DNN based on the batch size reduction charac-
teristics. Thus, it must determine how batch size changes
over the course of execution of the EE-DNN. Since inference
workloads are time-varying [34], 𝐸3’s batch profiling must
operate in an online fashion. To do this, 𝐸3 uses ARIMA [37],
a timeseries forecasting method.

We divide the workload into chunks of 2 minute inter-
vals, and use a sliding window over the workload requests to
prepare the input timeseries for the online profiler. In each
window, the input to the profiler is the batch size at each of the
exit ramps in the EE-DNN model. An example is depicted in
fig. 1, where the EE-DNN has many exit ramps (correspond-
ing to each layer in the model), and each exit is annotated
with the batch size. The model ingests inputs at a batch size
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Figure 5. 𝐸3 uses a model-parallel execution strategy to break
up EE-DNNs into splits that keep batch sizes constant, and
run those splits across (potentially) heterogeneous hardware. 𝑅𝑛
indicates the exit ramp after layer 𝑛.

of 16. The estimator outputs its forecast of the expected batch
sizes at each of the exit ramps in a rolling fashion. The esti-
mation provides the optimizer with the relative decrease in
batch size, e.g., the batch-size shrunk to 50% by layer 3. Due
to the time-varying nature of the workload, the estimator runs
continuously, and we show the performance and efficacy of
𝐸3’s online batch profile estimator in §5.

We emphasize that perfect prediction is not required, as
the output of the estimator is just a guide in 𝐸3’s optimiza-
tion (§3.2). 𝐸3’s scheduler includes safety checks to ensure
that the predicted values never exceed the maximum possible
batch sizes that can be supported by the resources. Mild pre-
diction inaccuracies do not alter 𝐸3’s performance, and larger
inaccuracies only affect the magnitude of 𝐸3’s gains (not cor-
rectness), e.g., predicting a lower batch size will reduce the
realizable gains. Nevertheless, fig. 21 shows that 𝐸3’s batch
size profiles closely match reality. For example, if we predict
a batch shrinkage of 50% by layer 6, split the model and run
an input batch size of 16 (fig. 5), 𝐸3 does not expect (nor rely
on) the output at layer 6 to be exactly 8. Rather 𝐸3 only needs
it to be close to 8 for the best performance (not correctness),
and can handle any size as long as it can safely merge multi-
ple of such batches at the next layer without overshooting the
available resources (§5.8.2).

The use of a timer-based batch profile estimation may be
problematic when unexpected spikes occur. 𝐸3 handles this in
the same way that traditional inference pipelines do: we incor-
porate a slack for the SLO in the optimizer (§3.2), and can use
buffer resources if available. In its current design, 𝐸3 drops re-
quests that cannot be served, similar to Clockwork [29]. Since
𝐸3 monitors its estimated batch profile compared to observed
(fig. 4), it can reactively re-run the optimizer if they differ
drastically. We defer the exploration of proactive workload
spike mitigation techniques to future work.

3.2 Dynamic Programming based Optimization

The objective of 𝐸3 is to maintain the batch size nearly con-
stant during the execution of the EE-DNN. In our earlier

example of an EE-DNN with exit ramps (fig. 1), one solution
to maintain the batch size constant is to split the model into
two parts. For instance, one may slice at the end of the exit
ramp where the batch size shrinks to 8, thus creating two
splits of the model—the first split ends with the ramp where
the batch size shrinks to 8, the second split contains the rest
of the model2. The split model can then be executed in the
following fashion: we execute the first split twice (consuming
two batches of 16 inputs), resulting in two outputs of batch
size 8 each; then we combine the two outputs to obtain a
batch size of 16 for the second split. While this maintains the
batch size to 16 throughout the execution of the EE-DNN, in
general, we need to account for the execution time, the latency
constraints on the inputs and several other criteria. Thus, 𝐸3

formulates the splitting and execution of the EE-DNN model
as an optimization problem.

Consider the task of executing a EE-DNN model with
𝐿 layers for a workload under consideration with a latency
constraint of 𝑆𝐿𝑂 ms and request rate of 𝑅 queries per second.
𝐸3’s goal is to cut the EE-DNN model into the optimal number
of splits. For a particular split of the model with 𝑁 layers in
it, we can define the execution time or cycle time:

𝐶𝑦𝑐𝑙𝑒𝑇𝑖𝑚𝑒 = 𝐴(0 → 𝑁, 𝐵0→𝑁 ) (1)

where 𝐵0→𝑁 is the estimated batch profile for the EE-DNN
model with 𝑁 layers (i.e., how the batch size shrinks from
layer 0 to 𝑁 ). Since the request rate is 𝑅, we can estimate the
largest batch size, 𝐵0, that does not violate the SLA. Using
these definitions, the throughput of the system is

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝐵0

𝐶𝑦𝑐𝑙𝑒𝑇𝑖𝑚𝑒
(2)

and the worst case latency, 𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑤𝑐 is simply𝐶𝑦𝑐𝑙𝑒𝑇𝑖𝑚𝑒.
Our aim is to satisfy the following constraints:

𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑤𝑐 ≤ 𝑆𝐿𝑂 − 𝑆𝑙𝑎𝑐𝑘

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 ⩾ 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

𝐶𝑜𝑠𝑡 ≤ 𝛼 ×𝐶𝑜𝑠𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

where 𝑆𝑙𝑎𝑐𝑘 is the allowed slack in SLO (⩾ 0),𝐶𝑜𝑠𝑡𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
is the cost of the baseline model, 𝛼 is a cost multiplier. We can
define a dynamic programming based recursive optimization:

𝐴(𝑖 → 𝑗, 𝐵𝑖→𝑗 ) = min
𝑖⩽𝑠⩽ 𝑗

{
𝐴(𝑖 → 𝑠, 𝐵𝑖→𝑠 )+
𝑇 (𝑠 + 1 → 𝑗, 𝐵𝑠+1→𝑗 )

where𝑇 (𝑖 → 𝑗, 𝐵𝑖→𝑗 ) =
∑𝑗

𝑘=𝑖
𝑃 (𝑘, 𝐵𝑘 ). In this formulation,

𝑃 is the throughput-latency profile (throughput and latency
of layer 𝑘 with batchsize 𝐵𝑘 ), 𝐵𝑘 is the estimated batch size
at layer 𝑘, and 𝐵0 is the maximum batch size that can be
supported, derived using the request rate 𝑅. The solution to
this optimization formulation gives the optimal splits.

2The splits contain equal number of layers here, but this need not be the case.



𝐴(𝑖 → 𝑗,𝑚, 𝐵𝑖→𝑗 ) = min
𝑖⩽𝑠⩽ 𝑗

min
𝑐∈𝐶

min
1⩽𝑚′<𝑚𝑐

max


𝐴(𝑖 → 𝑠,𝑚𝑐 −𝑚′, 𝐵𝑖→𝑠 )
𝑇𝑥 (𝑠, 𝑠 + 1)
𝑇 (𝑠 + 1 → 𝑗, 𝑐,𝑚′, 𝐵𝑠+1→𝑗 )

𝑇 (𝑖 → 𝑗, 𝑐,𝑚, 𝐵𝑖→𝑗 ) =
𝑗∑︁

𝑘=𝑖

𝑃 (𝑘, 𝑐,𝑚, 𝐵𝑘 )

where:
𝑃 is the throughput-latency profile for GPU config 𝑐

𝐵0→𝑁 is the est. batch profile for EE-DNN with 𝑁 layers
𝐵𝑘 is the est. batch size at layer 𝑘; each GPU handles 𝐵𝑘/𝑚 samples

𝐵0 is estimated using 𝑅, request rate
𝑚𝑐 is number of GPUs of configuration 𝑐 in data-parallel mode

𝐶 is the set of GPU configurations available
Figure 6. The optimization formulation in 𝐸3

3.2.1 Leveraging Model Parallelism In the previous for-
mulation, the splits of the EE-DNN are executed in a single
GPU in a serial fashion, or multiple GPUs in a data paral-
lel fashion, where each GPU executes the splits sequentially.
This may be optimal for some cases (𝐸3’s optimizer consid-
ers all placement choices and will pick it as the choice in
such scenarios), but in practice the request rate (𝑅) is large
enough to warrant the use of a GPU cluster. This provides
𝐸3 with the opportunity to execute the splits on different
GPUs in parallel (fig. 5), commonly referred to as inter-layer
model-parallelism. Further, each split can be replicated in-
dependently. For a cluster with𝑚 machines, we can modify
𝐸3’s optimization as:

𝐴(𝑖 → 𝑗,𝑚, 𝐵𝑖→𝑗 ) = min
𝑖⩽𝑠⩽ 𝑗

min
1⩽𝑚′<𝑚


𝐴(𝑖 → 𝑠,𝑚 −𝑚′, 𝐵𝑖→𝑠 )+
𝑇𝑥 (𝑠, 𝑠 + 1)+
𝑇 (𝑠 + 1 → 𝑗,𝑚′, 𝐵𝑠+1→𝑗 )

where the first split is replicated on𝑚−𝑚′ machines,𝑇 (𝑖 →
𝑗,𝑚, 𝐵𝑖→𝑗 ) =

∑𝑗

𝑘=𝑖
𝑃 (𝑘,𝑚, 𝐵𝑘 ) so that each GPU (machine)

processing 𝐵𝑘

𝑚
samples. 𝑇𝑥 is the communication time for

sending data from the end of a split to the next. In addition to
minimizing the number of splits, the formulation also tries to
minimize the resources to run the splits.

3.2.2 Incorporating Pipelining Due to the use of model
parallelism, 𝐸3 may incur GPU underutilization if communi-
cation costs dominate. To mitigate this, we adopt a simple
pipelining strategy. Each GPU processing a split can process
the next batch once it is done with the current batch, thus
allowing overlapping computation and communication. In
the steady state of such a pipeline, 𝐸3’s optimization can be
modified to optimize 𝐴(𝑖 → 𝑗,𝑚, 𝐵𝑖→𝑗 ):

min
𝑖⩽𝑠⩽ 𝑗

min
1⩽𝑚′<𝑚

max


𝐴(𝑖 → 𝑠,𝑚 −𝑚′, 𝐵𝑖→𝑠 )
𝑇𝑥 (𝑠, 𝑠 + 1)
𝑇 (𝑠 + 1 → 𝑗,𝑚′, 𝐵𝑠+1→𝑗 )

where the pipelining is able to hide the latency from sum
of all parts to the maximum latency incurred by any one.

3.2.3 Accommodating Heterogeneity 𝐸3 is further able
to exploit heterogeneity in the hardware configuration, if
available, to its advantage. Since GPUs differ in their com-
putational capabilities and cost, having a mix of GPUs can
be beneficial in 𝐸3’s model parallel execution strategy. For
instance, each split can have different computational require-
ments, and placing the split on the right hardware configura-
tion can both reduce cost and improve utilization. Towards
this, 𝐸3 incorporates heterogeneity in its optimization for-
mulation by accounting for the configuration of the GPUs
available (e.g., A100) within the constraint that the replicas
of each split can only be placed on the same type of GPU.
Figure 6 shows the final optimization formulation.

3.3 Heterogeneity Aware Model-Parallel Execution

𝐸3’s optimizer results in the apt number of splits for the EE-
DNN model, the number of (heterogeneous) resources to
place them, and the batch sizes to run the splits with. It uses a
heterogeneity-aware scheduler to execute them.

The scheduler manages all the resources available in the
cluster and uses a lightweight mechanism to probe the worker
machines for their availability. Since DNN inference is highly
predictable [29], the scheduler knows exactly the amount of
time necessary to execute each split. Using the output from
the optimizer, 𝐸3’s scheduler places the split in the available
resources and starts the model parallel execution. The input
is batched to attain the correct batch size and directed to the
machines hosting the model splits. When a split has finished
execution, the outputs are then directed to the machines host-
ing the next split, where multiple batches are fused to bring
the batch to the correct size. The scheduler provides constant
feedback to the optimizer on the availability of the machines
for the next prediction period.

Each split independently executes batches, and upon com-
pletion of the batch, immediately moves on to the next. The
machine hosting the next split maintains a queue that holds
the partial results until it has received such inputs from oth-
ers. A potential problem in this pipelined execution strategy
arises if the execution times of splits are imbalanced—queues
may build up and result in SLO misses. 𝐸3 sidesteps this by
explicitly considering execution time of splits when deter-
mining which splits to use and where to place them. Even
with this, however, it is possible for some GPUs to become
stragglers [33]. For this, 𝐸3’s scheduler maintains simple mon-
itoring mechanisms to oversee the execution time of the splits
on each of the resources, and marks stragglers to be excluded
in the next assignment. Note that 𝐸3 inherits the low-level ex-
ecution decisions (e.g., w.r.t SLO violations) of the platform
on which it is implemented.

3.4 Improving 𝐸3 by Relaxing Assumptions

So far, the techniques we have outlined made no assumptions
about the EE-DNN, its exit strategies, or ramps. 𝐸3’s efficacy
can be further improved if this assumption is relaxed, and it is



granted more control over the EE-DNN. For instance, provid-
ing information about the exit strategy can let 𝐸3 control the
exit in real-time if desirable. To do so, 𝐸3 provides a simple
wrapper function, exit-wrapper, that a developer of an
EE-DNN would use to wrap the exit checking logic with.
𝐸3 can use this wrapper to control the exit logic’s execution

depending on the EE-DNN architecture (§2). For EE-DNNs
where each exit is independent, i.e., a decision to exit at a
ramp is made just by the logic at that particular ramp, 𝐸3’s
wrapper can be used to take decisions per ramp independently.
For EE-DNN architectures where exits are dependent, i.e., the
decision to exit at a ramp is made using information from
earlier ramps, 𝐸3 keeps track of this information to determine
whether the logic has to be executed within a split. These
two styles of ramp architectures that 𝐸3’s wrapper supports
account for a large fraction of EE-DNNs. A simple use-case
here is to disable ramps that are not useful. Sophisticated use-
cases such as real-time ramp tuning are possible; we leave
them for future work.

Regardless, we reiterate that using the wrapper is not a
necessity – indeed, our evaluation results assume that the
wrapper is not used (we evaluate it in §5.8.6)– it simply
provides an opportunity to improve 𝐸3’s performance.

4 End-to-End Inference & Implementation
We implemented 𝐸3 as a layer on PyTorch [8] and use Torch-
Serve [10] to serve inference requests using a REST API. We
optimize GPU serving by converting models to ONNX [7]
and using TorchServe’s native ORT support [5]. While this
closely mimics our production scenario (§2.4), it does not
depend on any platform specifics and can be ported to other
inference frameworks, e.g., NVIDIA Triton [4].

The end-to-end inference pipeline supports both closed-
and open-loop clients (§5). 𝐸3 takes a EE-DNN model as
input and automatically splits and replicates it using its tech-
niques. Each instance of a split of the model maintains its
own queue and executes requests in batches. For closed-loop
clients, the batching is static; the scheduler simply waits for
the right batch to be formed before feeding into the first split.
For open-loop clients and workloads with variable request
rates (e.g., Twitter trace in fig. 19), just like other serving
systems, 𝐸3 follows dynamic batching by queuing incoming
requests and waiting until it either has the target batch size
or the queued inputs would violate SLAs if not immediately
scheduled; on either criteria, 𝐸3 dispatches the corresponding
inputs. The scheduler incorporates a slack for the SLO (20%
in our evaluation), and requests that cannot be served are
dropped (§3.1). By default, 𝐸3 runs its splitting optimization
every 2 minutes; this frequency outpaces the variability ob-
served in our production environment (on the order of hours),
but we chose 2 minutes to highlight the lightweight nature
of the process (fig. 20). 𝐸3 leverages state-of-the-art serving
platforms for its reconfiguration needs. These platforms sup-
port transparent scaling in both directions (e.g., during load

variations) that 𝐸3 hooks into when a change to the splits is
necessary.

With open-loop clients and varying request rates, EE-DNNs
in general pose a challenge in terms of estimating the execu-
tion time necessary for dynamic batching due to the adaptive
nature of execution. However, because 𝐸3 solves the batch-
ing problem by reducing the model into independent, repli-
cated pieces that are (relatively) stable in exit rate (and thus,
input/output batch sizes and processing time), it is able to
resolve the tension between batch decisions and variability
from exit rates, making it similar to the closed-loop setting.

5 Evaluation
We evaluate 𝐸3 using a variety of workloads and compare it
against both state-of-the-art (SOTA) EE-DNN models and
stock DNN models. Our key results show that:
• For a fixed set of resources, 𝐸3 is able to provide up to 1.70×

and 1.74× better goodput compared to SOTA EE-DNN
models in NLP and computer vision, respectively. 𝐸3 also
outperforms stock DNN models by up to 1.32× and 1.58×.
Additionally, 𝐸3’s improvement increases with increase
in batching opportunities or availability of heterogeneous
resources (§5.1).

• 𝐸3’s win generalize to autoregressive LLMs and can further
complement compression. 𝐸3 boosts the performance of
compressed models by up to 1.67×. On LLMs, 𝐸3 achieves
2.84× and 3.8× better goodput compared to stock mod-
els, in translation and summarization tasks, respectively.
(§5.1.2, §5.1.3)

• When the performance requirements, such as the desired
throughput, are fixed, 𝐸3 is able to achieve them at sub-
stantially lower cost: 𝐸3 incurs 35% to 78% lower cost
depending on the batching opportunities (§5.3).

Experimental Setup: We run experiments with 4 different
NVIDIA GPUs – A6000, V100, P100, K80, and consider
a cluster with 46 GPUs spread across 26 machines. Each
server has one 12-core Intel Xeon E5-2690v4 CPU, 441 GB
of RAM, and one or more NVIDIA GPUs. GPUs on same
server are connected via a shared PCIe interconnect, and
servers are interconnected via 10 Gbps Ethernet. While this
setting test 𝐸3 under constraints, we note that faster intercon-
nects (e.g., 40/100 Gbps links, NVLink) would benefit 𝐸3

and further improve its performance. All servers run 64-bit
Ubuntu 16.04 with CUDA library v10.2 and PyTorch v1.6.0.
Datasets and models: We use numerous state-of-the-art mod-
els to evaluate 𝐸3. For non-generative vision tasks, we pri-
marily use ResNet-50 [35] from TorchVision [51] and BERT-
BASE, LARGE from Transformers [11] for NLP tasks. For
autoregressive tasks, we use T5 [58] and Llama [66], and for
compressed model we use DistilBERT [57]. Following previ-
ous work [29, 56], we run ImageNet [22] and the GLUE [2]
benchmark for non-generative tasks, and WMT [16] and Sam-
sum [26] for autoregressive tasks in closed-loop clients. We
evaluate open-loop clients in §5.7.
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Figure 7. 𝐸3 outperforms EE NLP models
by upto 1.44× in homogeneous settings.
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Figure 8. 𝐸3 outperforms EE vision models
by upto 1.74× in homogeneous settings.
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Figure 9. 𝐸3 complements compression by
augmenting its performance by up to 1.67×.
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Figure 10. When applied to translation
tasks, 𝐸3 can improve performance of stock
LLMs by up to 2.84×.
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Figure 11. In summarization tasks, 𝐸3

brings up to 3.8× improvements in LLMs
(average output length: 18 tokens).
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Figure 12. 𝐸3’s techniques extend to the
decoder only LLMs. On Llama, the gains
are up to 1.48×.

Comparison & Metrics: We primarily evaluate 𝐸3 against
BranchyNet [64], DeeBERT [69] and CALM [58], three rep-
resentative EE-DNNs in the vision, non-generative and autore-
gressive NLP domains respectively (§5.6 considers other EE
architectures). Since we are unaware of an early-exit model
for compressed models, we develop one for DistilBERT to
show the complementary nature of 𝐸3 (and EEs in general) to
compression (§5.1.2). Results in deep-dive experiments focus
on the NLP model, but we note that the shown trends persist
for all considered models. Each EE-DNN can be tuned to
a specific early exit entropy, which determines the tolerable
error. Unless otherwise specified, we pick the entropy to be
0.4 (§5.8.4 evaluates other values), which results in less than
2% error, an acceptable value in our production scenarios.

Our main metric of comparison is goodput, or the number
of samples per second that can be sustained without violating
SLOs. We use a default SLO of 100 ms (in line with prior
work [29, 61]), but consider other values in §5.8.5. We use
batching by default and consider different batch sizes; results
are shown for all batch sizes that avoid SLO violations. Re-
ported numbers include queuing delays (if applicable) and
model-parallel overheads for 𝐸3, unless specified. We note
that the workloads considered mimic the high level character-
istics (e.g., average arrival rate, SLO) of the traces we observe
in production, and that our results are consistent with those
we’ve seen when trying this approach in practice.
Workloads: We use two kinds of workloads in the paper.
Following previous work [29, 30, 56] and many subsequent
works, we use the arrival rates in the open source Twitter
trace scaled up to simulate an open source variable rate trace
(due to the extreme bursty nature of this trace, we couldn’t
scale it beyond an average of 1000 req/s). Second, we use

both uniform arrivals and our own production-based hyper
parameters to simulate workloads to 𝐸3, scaled down to our
available hardware resources. We note that due to the business
critical nature of the enterprise workloads, the company does
not allow non-business use of raw requests (e.g., we couldn’t
access the request to replay it through 𝐸3), and due to the
volume of requests, the infrastructure doesn’t log metadata
on each request-instead it only records statistics on load peri-
odically. Thus, we use the open source GLUE inputs scaled
to mimic our setting. The production infrastructure typically
processes several million requests per second; which when
scaled to our resources averages 9,000 requests per second for
NLP with a variance of approximately 5%. To examine hard-
ness, we analyze the GLUE dataset to bin them to easy and
hard inputs; and then varied their ratio. Our real-world real-
world scenarios predominantly exhibit the 80% easy, 20%
hard input mix which is a favorable scenario for 𝐸3.

5.1 Goodput Improvements

We first show the goodput obtained by 𝐸3 and its comparison
systems for various batch sizes, assuming the cost to be con-
stant, i.e., both 𝐸3 and comparison systems use resources that
cost the same.

5.1.1 Non-Generative Models In figs. 7 and 8, we depict
the performance of 𝐸3 when the cluster is made up of homo-
geneous resources, specifically 16 V100 GPUs. As we see,
when the batch size is 1, EE-DNN is able to outperform the
BERT model. This is expected, as the EE-DNN is able to
“exit” many of the samples early. However, as the batch size
increases, EE-DNN model becomes progressively worse com-
pared to the non-EE model, BERT-BASE, which is now able
to utilize the parallelism offered by the GPU. 𝐸3 on the other
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Figure 13. Heterogeneous resources boost
𝐸3’s NLP performance to up to 1.7×.
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Figure 15. 𝐸3 incurs the lowest cost (up to
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hand, is able to outperform BERT-BASE in all cases, and
DeeBERT in all cases except when the batch size is 1. When
the batch size is 1, 𝐸3 incurs a small penalty due to its model-
parallel execution. 𝐸3’s performance improvement increases
with increase in batch size, and provides up to 1.44× increase
in goodput compared to DeeBERT, and up to 1.30× compared
to BERT-BASE. Note that while the models do not saturate
the GPU at a batch size of 8, the next batch size violates the
SLO. The improvements are bigger in vision models, where
𝐸3 is able to provide up to 1.74× better goodput.

5.1.2 Compressed Models Next, we show that 𝐸3 is com-
plementary to compression. Since there are no available early-
exit variants of compressed models, we developed one in
house as described in §2. We repeat the experiment above for
the NLP task but replacing BERT with its compressed variant.
We compare against DistilBERT-EE, our in house developed
EE variant and 𝐸3 which applies the techniques we propose in
this paper on DistilBERT-EE. The results are shown in fig. 9
which shows the relative performance of 𝐸3 compared to the
compressed model.

We notice that unlike its non-compressed counterpart, com-
pressed models are able to leverage early-exits better and that
the performance gains carry over for batch sizes greater than
1. This is because a major fraction of the inputs exit right at
the middle of the model (after layer 3). However, as the batch
size increases, the relative performance of the EE variant de-
grades. In contrast, 𝐸3 is able to provide significant benefits,
achieving up to 1.67 × improvements in goodput.

5.1.3 Auto-Regressive Large Language Models (LLMs)
Now we evaluate whether our techniques generalize to emerg-
ing autoregressive, large language models (LLMs). We con-
sider the recent CALM architecture [58] that enables EE on
T5 LLM. We evaluate 𝐸3 on two tasks: machine translation
using the WMT dataset [16] and document summarization
using the samsum dataset [26]. Using CALM paper’s default
configuration (softmax confidence measure with a threshold
of 0.25), we find that approximately 70% of the inputs exit
by layer 2 (of 8 decoder layers). 𝐸3 thus splits the model
into two parts at the end of layer 2. Due to the compute and
memory requirements of the T5 model, we use 4 NVIDIA
A6000 GPUs for this experiment.

Figure 10 compares the goodput with 𝐸3, T5, and CALM
for the translation task, while fig. 11 compares the goodput
when applied to the summarization task. As shown in fig. 10
and in line with Table 2 of the CALM paper, CALM brings
2.84× goodput increases compared to T5 for batch size of 1
(CALM does not support batching as discussed in Appendix
C of [58]). However, benefits quickly diminish as batch sizes
grow. In contrast, 𝐸3 maintains its speedup for all batch sizes.
𝐸3’s benefits are even bigger when applied to the summa-
rization task, which generates variable length outputs (we
observed an average length of 18 tokens per output in this
experiment). Here, we notice an improvement of up to 3.8×.

We do not use CALM as a primary baseline in other eval-
uations due resource constraints and because CALM’s exit
methodology assumes an encoder-decoder architecture to en-
able exiting (e.g., T5’s encoder state) that may not carry over
to decoder-only architectures (e.g., GPT family). Iterative
scheduling/continuous batching is a technique introduced in
Orca [72] to resolve LLM batching inefficiency across iter-
ations. However, each iteration in an LLM consists of com-
puting over the entire model and thus the EE-batch shrink-
ing problem remains within an iteration (our focus). Since
CALM (decoder-only LLMs) currently cannot support itera-
tive scheduling (early-exiting), we defer synergizing iterative
scheduling with 𝐸3 to a future work.
Llama family: We further investigate whether 𝐸3’s benefits
carry over to decoder-only LLMs. Due to the lack of early-exit
variants of such models, we resort to the guidance in recent
work [14], we selected the 8 billion variant of Llama 3.1 [3]
and replicate the final layer as the exit ramp. Unfortunately,
this alone is insufficient to convert the model into its early-
exit variant, as the problem of managing the KV cache still
needs to be resolved. To the best of our knowledge, this is
an open problem: while CALM proposes a solution to this
problem, it is focused on encoder-decoder architecture and
not on decoder only models such as Llama. Therefore, we
restrict ourselves to the Google BoolQ question answering
dataset [19] where the output is a single token (yes/no). We
note that this restricts the gains 𝐸3 can possibly obtain, as,
unlike in the previous case with CALM, there are no multiple
iterations to benefit from. Nevertheless, this experiment still
shows the generalizability of 𝐸3 to a different family of LLMs.



Using 𝐸3’s profiler on the BoolQ dataset using the softmax
confidence showed that approximately 50% of the inputs exit
after layer 25 of the Llama3.1-8b model. Thus, 𝐸3 splits the
models into two parts. We then run the experiment using
different input batch sizes and show the results in fig. 12.
Noteworthy is the significant difference between the vanilla
and the early-exit variant of the model (Llama and Llama-
EE), even for small batch sizes; even with a batch size of 1,
the EE variant significantly underperforms the vanilla variant.
The reason is the overhead of exit checking, due to the large
vocabulary sizes in Llama3.1-8b, the cumulative overhead of
checking at every layer adds up. In contrast, 𝐸3 only needs to
check for exits at the end of splits, further adding to its gains.
Here, 𝐸3 is able to outperform even the vanilla variants by up
to 1.48×. We emphasize that the gains are restricted due to
the limitations of the benchmark as we described earlier.

5.2 Heterogeneity in Compute Resources

Figure 13 shows the performance of 𝐸3 when the cluster
consists of heterogeneous resources. Here, we use a mix of
V100, P100, and K80 GPUs. Since we maintain the cost to
be constant, we picked two configurations of machines that
maximizes the goodput: a homogeneous cluster of 16 V100
GPUs, and a heterogeneous cluster of 6 V100, 8 P100 and 15
K80 GPUs. Both clusters cost $0.013 per second. We notice
that since the early-exit models are unable to support larger
batch sizes, and thus not able to leverage the parallelism in the
GPU, it is almost always better to allocate cheaper GPUs. On
the other hand, the non early-exit models are always better
using the most capable GPUs as long as there are enough
opportunities for batching. Thus, neither are able to exploit
the heterogeneity. In contrast, 𝐸3 is able to effectively uti-
lize the different GPUs and outperform the comparisons. For
each batch size, 𝐸3 identified the optimal configuration that
maximizes the goodput, providing up to 1.70× improvements.

5.3 Cost Effectiveness

In this experiment, we evaluate the ability of 𝐸3 to reduce
the cost of inference when the throughput is fixed. We fix
the desired throughput to be 6000 samples per second. We
then consider two settings: in a homogeneous cluster which
consists of V100 GPUs, we determine the number of GPUs
that are necessary to sustain the desired performance; and in
a heterogeneous cluster consisting of V100, P100 and K80
GPUs, we determine the minimum cost incurred to sustain
the desired performance. Note that since the pricing of the
GPUs vary drastically between service providers, we use the
average price as a rough indicator of the current price. The
results are shown in figs. 14 and 15 respectively.
𝐸3 provides the best performance in all settings and all

batch sizes. For small batches, no model is able to utilize the
GPUs efficiently, resulting in the need to use more GPUs.
As batching opportunities increase, both BERT and 𝐸3 are
able to utilize the resources better, and hence the number
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Figure 16. 𝐸3’s online batch profiling (§3.1) and optimizer (§3.2)
are able to adapt to workload variations.

of resources required reduces. DeeBERT is also able to use
batching sparingly, but due to the batching limitations of
EE-DNNs, the resource utilization is not as efficient as 𝐸3 or
BERT, resulting in it using more resources than either of them.
𝐸3 is also able to provide the best performance at the lowest
cost. Again, we see that at lower batch sizes, the number of
resources required to sustain the performance is higher and
that drives the price higher even with heterogeneity. When
this is not the case, 𝐸3 is able to provide better performance
per dollar compared to its comparisons: it achieves the same
performance at 35–78% lower cost.

5.4 Workload Adaptability

We now seek to answer “Can 𝐸3 adapt to workload varia-
tions?” by evaluating its batch profiler and optimizer. We
created three variations of the workloads by changing the
ratio of the easy and hard examples to 80:20, 50:50 and 20:80.
We then ran inference in closed loop on each of the models on
both homogeneous and heterogeneous resources, switching
between the workloads at fixed intervals. We start with the
80:20 mix, and after a specific time, we switch to the 50:50,
and then to the 20:80 mix. Figure 16 shows the results.

We notice that the EE-DNNs provide benefits compared
to their non EE counterparts when the batch size is small
and the mix has more easy examples. This is expected, be-
cause the easy examples are able to leverage the early exit
mechanism. However, as the batch size increases, or when
the difficulty changes, EE-DNNs become worse as they are
unable to take advantage of the GPU parallelism (as in the
previous experiment), or the exit checking overheads accumu-
late. The non-EE models perform poorly when the workload
consists of a large fraction of easy inputs, but are able to pro-
vide good performance when batch sizes are large or inputs
are hard, requiring the entire predictive power of the model.

In contrast, 𝐸3 is able to effectively adapt to the require-
ments of the workload. When the workload is skewed towards
easy inputs, 𝐸3 behaves like an EE-DNN model. The profiler
is able to capture the hardness quickly, and the optimizer
is able to split the model to achieve good performance, re-
gardless of the batch size. The same adaptation applies when
the workload becomes mostly hard. Thus, 𝐸3 behaves simi-
lar to the non early-exit model in this case, with the added
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Figure 17. 𝐸3 is able to meet SLO constraints while providing
lower inference latencies at quartiles.

benefit of being able to leverage heterogeneity through its
model-parallelism based execution.

5.5 Latency Implications

Since 𝐸3 depends on a split-execution model (where parts of
a model may be executed on different GPUs), and EE-DNNs
impose exit-checking overheads, it is natural to assume that
the benefits of 𝐸3 come at the cost of increased latency. To
evaluate the implications, we measure the latencies incurred
by 𝐸3, BERT and DeeBERT over 100K inferences. Figure 17
shows the median, quartiles, min and max latencies incurred
by the three techniques in homogeneous and heterogeneous
settings. The workload mix comprised of easy and hard ex-
amples, their ratio was fixed to be 50:50 and batch-size was
set to 8 to meet the SLO.
𝐸3 attains the lowest min, median, 25th-%ile and 75th-%ile

latencies across the board, which may seem counter-intuitive.
While 𝐸3 would incur additional latency compared to a non-
EE model, this additional latency is incurred only by a fraction
of the inputs. In contrast, in the non-EE model, every input
incurs the same latency. Typically, only the hard inputs incur
this penalty in 𝐸3, which affects the tail (max) latency. Even
then, the SLO is not violated, as 𝐸3’s optimizer considers
the workload’s current hardness ratio using its online batch
profile (§3.1) and the network overhead in determining the
splits (§3.2).

5.6 Generality to EE Architecture

Here, we show that 𝐸3’s techniques are general and can be
applied to different EE-DNN architectures. For this, we apply
𝐸3 to PABEE [73], an EE-DNN model based on BERT that
uses a sophisticated counter based mechanism to decide on
the exit choice. This model represents a different architecture
compared to DeeBERT. We use the setup from §5.1; fig. 18
shows that 𝐸3 is able to provide upto 1.55× higher goodput
compared to PABEE.

5.7 Extremely Bursty Workloads / Open-loop Client

Until now, we have assumed arrival patterns that mimic our
production setting (i.e., there are enough requests to warrant
batching continuously) that we believe emulates a real-world
setting. Here, we evaluate 𝐸3’s performance in an extremely
bursty scenario. Due to the lack of open-source inference
workloads, we use the request arrival rate of new tweets in
the Twitter trace [1] used in previous work [30, 56], scaled to

have an average request rate of 1000 req/sec. Figure 19 shows
that 𝐸3 is able to maintain its performance even when the
arrivals are very bursty. Further, 𝐸3 attains 29% improvement
in goodput over DeeBERT, and 16% improvement over BERT-
BASE. While the improvements over non-EE model may
seem low, we note that the Twitter trace has extreme bursts
and long periods of inactivity (amplified when scaling to
high average request rates) due to which the GPU utilization
remains under 50%, resulting in little batching opportunities.

5.8 Microbenchmarks

5.8.1 Overheads Since the optimizer uses a dynamic pro-
gramming based solution to determine the optimal number
of splits and the GPUs on which the splits should be run, we
investigate if the optimizer could become an overhead. To do
so, we measure the time taken for the optimizer to provide
an output, as the number of variables (GPUs and the num-
ber of layers in the EE-DNN) change. fig. 20 shows that the
optimizer is lightweight.

5.8.2 Efficacy of 𝐸3’s Batch Profile Estimation 𝐸3 de-
pends on its online batch estimation (§3.1) to determine the
model splits. We evaluated this technique as follows. We place
two cut points on the model (based on the workload), and
estimate the batch size at these cut points at the beginning
of every two minutes windows for an input batch size of 8.
We then compared the average batch size seen during the two
minutes against our prediction. Figure 21 shows the predicted
and the actual batch sizes on the two cuts for 10 such win-
dows. We can observe from the results that 𝐸3’s prediction
closely matches reality.

5.8.3 Batch Profile Estimation Sensitivity Analysis Al-
though our batch profile estimation works in practice, we now
evaluate how errors in prediction can affect 𝐸3. In particular,
we evaluate the gains lost due to incorrect predictions, since
the correctness of 𝐸3’s execution is not affected by prediction
errors (§3.1). For this evaluation, we deliberately introduce
errors in the prediction as follows. We consider the Llama3.1-
8b model setup in §5.1.3. For different input batch sizes, we
change the prediction to include errors ranging from 0% (per-
fect prediction) to 100%. For example, if the batch profiler
estimates an actual batch shrinkage of 50%, the expected
batch size at the end of the first split is 8 with 0% error, and
12 with 50% error for an input batch size of 16. We depict the
results in fig. 22. We note a slight decrease in the goodput ob-
tained by 𝐸3 when the prediction errors are within reasonable
ranges. For an error of 20%, the goodput loss is approxi-
mately 4-8%. As expected, larger errors in prediction leads to
increased loss in goodput, with substantial errors leading to
worse performance for 𝐸3 compared to vanilla models. How-
ever, significant errors can be detected easily and serve as a
signal for triggering 𝐸3’s optimizer to correct them.
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Figure 19. 𝐸3 maintains its performance
when requests are extremely bursty
(Here, GPU utilization is less than 50%).
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Figure 20. 𝐸3’s optimizer is lightweight and in-
curs low overheads to find the optimal split and
resources needed for a EE-DNN.
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Figure 22. 𝐸3’s gains lost due to misprediction is minimal.

5.8.4 Impact of Error Tolerance We investigate how the
error tolerance affects 𝐸3’s ability to provide benefits by vary-
ing the allowable error. Recall that the entropy value deter-
mines the error, hence we vary the exit entropy from 0.3 to
0.5, and show the results of the experiment in fig. 23. We note
that tolerances outside these ranges are typically not useful.
At low entropy values, none of the inputs are allowed to exit
even if they could have. This makes early exits not useful.
On the other hand, at high entropy values, all the inputs exit
early, but at the cost of incurring a higher error. As we see,
𝐸3 is able to identify this, and tune the splits accordingly. If
the user is willing to afford more errors, 𝐸3 is able to provide
better goodputs, up to 43% higher compared to DeeBERT.

5.8.5 Impact of SLO SLOs determine the max batch size
that can be created; a strict SLO translates to fewer batching
possibilities and hence smaller batches, and vice-versa. We
consider SLOs from 25-1000ms and translate them to the
max batch sizes that can be supported. For each SLO and
max batch size, we evaluate 𝐸3 and its comparisons in fig. 24.
When the SLO is small, batching opportunities are virtually
nil. At small batch sizes, DeeBERT (and EE-DNNs in general)
offer compelling advantage over BERT. 𝐸3’s optimizer is able
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Figure 23. As the error tolerance increases, 𝐸3 is able to signifi-
cantly improve its (already good) performance.

to adapt; at a batch size of 1, 𝐸3’s goodput is just 1% lower
compared to DeeBERT. However, as batching opportunities
arise, both 𝐸3 and BERT are able to leverage the parallelism
offered by the GPU. Here, 𝐸3 provides up to 63% (34%)
higher goodput compared to DeeBERT (BERT).

5.8.6 Relaxing 𝐸3’s Assumptions Here we evaluate the
usefulness of 𝐸3’s if it is able to control the EE-DNN follow-
ing the simple use-case described in §3.4. In this experiment,
we assume that 𝐸3 is able to disable the exits within a split (ex-
cept the last one which is required) which are not useful. The
results in fig. 25 show that 𝐸3 is able improve its performance
by up to 16% by avoiding exit-checking overheads.

5.8.7 Impact of Model Parallelism With model parallelism
turned off, 𝐸3 must execute the splits in the same GPU se-
rially, waiting for all copies of a split to finish before it can
start executing the next split. Figure 26 shows that the abil-
ity to execute the splits across multiple GPUs significantly
improves 𝐸3’s performance.

5.9 Shortcomings

There are two shortcomings of 𝐸3. First, 𝐸3 is designed for
workloads where there are enough opportunities to batch the
input. When this opportunity ceases to exist, 𝐸3 does not
provide benefits. Figures 7 and 8 show that for batch size 1,
𝐸3 is up to 3% worse compared to the EE-DNN model. Our
production experience indicates that small batches are rare in
the real-world, hence we believe 𝐸3 to be useful in a majority
of cases. Second, EE-DNNs are built on the assumption that
the workload consists of a mix of easy and hard examples.
When the workload is predominantly hard, 𝐸3 is unable to
find optimal splits or batching opportunities for its model
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Figure 26. 𝐸3 is able to parallelize the execu-
tion of EE-DNN model splits across GPUs.

parallel model. Figure 16 shows that 𝐸3 is up to 23% worse
compared to the non-EE model when the workload is 80%
hard. Compressed models are not likely to be useful in such
cases either, and would incur significant accuracy loss.

6 Additional Related Work

Deep learning systems typically focus on improving the per-
formance of deep learning training [40, 53, 55]. In addition
to the data parallelism and model parallelism provided by
popular open-source frameworks such as PyTorch [8] and
TensorFlow [9], recent works have proposed hybrid paral-
lelism strategies. Further, pipelining and compression has
been shown to boost training performance. Though the opti-
mizations introduced for training can carry over, the underly-
ing assumptions make inference face its own set of challenges.
Model serving systems are designed to maximize system
throughput under strict latency constraints, often using model
replicas. Prior studies have primarily focused on sophisticated
cluster-level scheduling, placement, and co-ordination strate-
gies for inference queries [20, 29, 30, 56, 61]. However, to the
best of our knowledge, none of the existing works on infer-
ence systems focus on leveraging early-exit networks.More
recently, researchers have proposed ways to mitigate the in-
efficiencies associated with the iterative style processing in
autoregressive models [13, 45, 72]. These are orthogonal to
our work, since they focus on optimizations between itera-
tions, while 𝐸3’s focus is on optimizations within an iteration.

Several early exit networks (§2.2) have been proposed to
accelerate inference of vision models and more recently for
language models (e.g., BERT and similar multi-layer trans-
former models) by leveraging varying input sample complex-
ity. Key question in EE-DNNs is the criteria used to decide
whether to exit early or continue to the next (more expen-
sive and more accurate) classifier. At inference time, if the
certainty level is higher than a pre-defined threshold, the sam-
ple performs early exiting. Previous studies have proposed
various heuristic criteria to judge certainty level. Confidence-
based criterion [14, 49, 59, 68] interpret the label scores
output by softmax as confidence scores. Entropy-based cri-
terion [69, 70] rely on the entropy of predicted probability
distribution to be smaller than pre-defined threshold. Counter-
based criterion [73] require off-ramps classifiers to contin-
uously generate identical predictions for pre-defined times.

Voting-based criterion [63], inspired by the ensemble tech-
nique, requires a pre-defined number of off-ramp classifiers
to reach an agreement. Model-based criterion [15] uses ad-
ditional lightweight neural networks to predict the exiting
decisions. [32] discusses how to train ramps in EE-DNNs.
Additionally, several approaches choose not to rely on heuris-
tic criteria, and introduce an additional module which learns-
to-exit. Often it is a simple one-layer fully-connected network,
which is shared among all off-ramps and outputs the certainty
level [47, 74]. As we show in this paper, EE-DNNs suffer
from fundamental challenges (§2). 𝐸3 overcomes these to
make EE-DNNs practical for inference.

Mixture-of-Experts (MoE) are dynamic neural networks
that support input adaptation like EE-DNNs, but by routing
inputs to different sub-networks [25, 31, 38, 48, 60, 71]. We
believe that 𝐸3 is complementary, e.g., each expert can em-
ploy EE techniques. BE3R [50] poses EEs as a MoE problem
where each expert is the model replica with an increasing num-
ber of layers and routing sub-batches of inputs to the right
replica. This avoids the batching challenge but relies on rout-
ing correctness, sufficiently large sub-batches per expert, and
more resources. Brainstorm [21] optimizes the execution of
dynamic neural networks in the GPU. Such optimizations can
complement 𝐸3 and boost its performance further. Tabi [67]
runs inputs through a smaller model, only invokes a larger
model for low-confidence inputs, and suffers from similar
batching issues that can be addressed with techniques in 𝐸3.

7 Conclusion
𝐸3 addresses the detrimental relationship between compute
savings (from exits) and resource utilization (from batching)
that EE-DNNs fundamentally bring. The main idea behind
𝐸3 is to split and replicate layer blocks to keep batch sizes
constant throughout execution and efficiently take advantage
of diverse resources. We find that 𝐸3 can deliver up to 1.74×
improvement in goodput (for a fixed cost) or 1.78× reduc-
tion in cost (for a fixed goodput). Further, 𝐸3’s wins extend
to autoregressive LLMs (up to 3.8×) and can complement
compression by boosting its goodput by up to 1.67×.
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